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Kivonat

Napjainkban egyre nagyobb szerepet kapnak a különféle szenzorrendszerek. Le-
gyen szó akár okos otthon, okos város, vagy ipar 4.0 megoldásokról, mindegyik-
nek szerves része az adatgyűjtés, és az adatok elemzése. A használt rendszerek
jellemzően állandóan telepített szenzorokból állnak, amik egy adott helyen vé-
geznekméréseket. Ez sokszor előnyös lehet, például ha ismertek a kritikus helyek
és ezekre kerülnek telepítésre a szenzorok, azonban egy terület általános felmé-
résére nem kifejezetten alkalmasak az ilyen rendszerek. A felmérendő területről
könnyebben kaphatunk átfogó képet, ha a �xen telepített szenzorok helyett moz-
gó eszközöket használunk. Ebben az esetben adott terület felméréséhez sokkal
kevesebb mérőeszköz is elég lehet, mivel egy mérőeszköz több pontban is végez-
het méréseket.

A szakdolgozatomban bemutatom a pozicionálás fontosságát a szenzorháló-
zatokban valamint a mozgó mérőeszközök előnyeit és kihívásait. A legnagyobb
kihívás a pozíció meghatározása, ezért erre alkalmas helymeghatározási megol-
dásokat ismertetek, külön kiemelve az ultra-szélessávú (UWB) rádió technológiát.
Ezután egy mérőrendszert tervezek, amely képes UWB rádió használatával egy
mérőeszköz pozíciójának meghatározására, és ugyanezen rádiókapcsolaton ke-
resztül a mérőeszköz által végzett mérések eredményének továbbítására. A mé-
rőeszközhöz megtervezem és megépítem a szükséges áramkört, valamint a mé-
réshez és kommunikációhoz szükséges �rmwaret. A mérési eredményeket egy
központi szerver tárolja egy adatbázisban, és ezeket egy API-n keresztül a helyi
hálózaton elérhetővé teszi. Az adatok kezelésére és a mérési eredmények megte-
kintésére egy webfelület szolgál, ahol a mérési eredmények hőtérképen láthatók.
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Abstract

Nowadays, sensor systems play an increasingly important role in our everyday
lives. Whether talking of smart home, smart city, or industry 4.0 solutions, data
collection and data analysis are an integral part of any of these. The systems used
typically consist of permanently installed sensor nodes that perform measure-
ments at a speci�c location. This can o�en be advantageous, for example if the
critical locations are known and the sensors are installed on them, but such sys-
tems are not particularly suitable for a general survey of an area. It is easier to
get a comprehensive picture of the area to be surveyed by using moving devices
instead of �xed nodes. In this case, far fewermeasuring devicesmay be su�cient
to survey a given area, as a measuring device can take measurements at several
locations.

In my thesis I present the importance of positioning in sensor networks and the
advantages and challenges of moving sensor nodes. The biggest challenge is de-
termining the position, so I describe suitable positioning solutions, with special
emphasis on ultra-wideband (UWB) radio technology. I then design a measure-
ment system that is able to determine the position of a measuring device using a
UWB radio. The system can also transmit the results of the measurements made
by the measuring device via the same radio connection. I design and build the
necessary circuit for the sensor node and the �rmware for the measurement and
communication. The measurement results are stored in a database on a central
server andmade available on the local network via an API. Aweb interface is used
to manage the data and view the measurement results, where the measurement
results can be viewed on a heat map.
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Chapter 1

Introduction

1.1 The importance of sensor systems

With the rapid spread of the Internet of Things (IoT), wireless sensor networks
have found their way into many segments of our lives. We rely on this constant
�ow of real-time data to make everything more comfortable, more e�cient, or
safer. Smart thermostats enable us to control the temperature in every individual
room to be just perfect and can cut down on energy waste when we don’t need it.
The fourth industrial revolution (Industry 4.0) makes factories and logistics more
e�cient by the real-time analysis of production data and by connecting separate
production sites through the cloud.

When analyzing the data gathered by sensor networks, location plays an impor-
tant role. The location where a measurement was taken will change the mean-
ing of the measured data, and will potentially alter the reactions taken. Loca-
tion information provides the context for the measurement, as in di�erent en-
vironments di�erent values are considered normal, and di�erent deviance may
be allowed from this baseline. Location information may also help understand
wireless coverage, or even gas or heat leakage.

Most sensor systems solve the problem of gathering location information by hav-
ing stationary sensor nodes, whose position is stored in a central database. This
can greatly reduce the nodes’ complexity but severely limits the spatial resolu-
tion of the gathered data. Increasing this resolution would require an impractical
amount of sensor nodes, whose locations would have to be individually deter-
mined during the initial setup of the system, thus increasing the required time
and e�ort. An increased number of sensor nodes poses additional challenges for
the communication medium, but this can soon be solved by the Massive IoT ca-
pabilities of 5G networks.

By using mobile sensor nodes, a higher sensor coverage can be achieved with
fewer nodes since a single sensor node would be able to take measurements at
many di�erent locations. This would give a better understanding of the whole
covered area, but mobile nodes pose new challenges. In the absence of �xed
power sources, sensor nodesmust be designed to operate frombattery power, and
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depending on application requirements as well as available battery capacity, may
need to utilize careful power management. An even bigger challenge is posed by
the loss of location information, thus the need for a positioning system emerges.

1.2 Positioningmethods

Positioning systems serve to determine the location of a mobile device through
a set of anchors. The location of the anchors must be known, with the highest
possible accuracy, since any position error here will directly cause erroneous po-
sitioning. For the purposes of this thesis, only radio-frequency-based position-
ing methods will be discussed in detail, however many of the outlined principles
are applicable to visible light-based and audio wave-based positioning with lit-
tle modi�cation. For the purposes of better illustration, the concepts will be ex-
plained in two dimensions, but the same methods are easily extended to provide
a three-dimensional position.

1.2.1 Angle of arrival

The position of an object can be determined with several di�erent methods. The
most trivial concept is the angle of arrival (AOA)method, where themobile device
emits a radio signal, which is detected by at least two anchors. By determining
the angle of arrival of the signal at all anchors, the position of the signal emitter
can be determined through triangulation, as illustrated in Figure 1.1. The main
drawback of this method is the need for an antenna array at each anchor in order
to detect the angle of arrival, which is o�en not feasible, although recent WiFi
access points o�en feature three or more antennas, making AOA positioning a
possibility.

Figure 1.1: Angle of arrival positioning with two anchors —
source: [18]
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1.2.2 Time of arrival

When the angle of arrival cannot be determined, the positioning can rely on time
measurement. The time of arrival (TOA) positioning method relies on measuring
the time the radio signal takes to travel between the anchor and themobile device,
and by multiplying this time with the velocity of light, the distance between the
mobile device and each of the anchors can be determined. By acquiring at least
three such measurements, the position of the mobile device can be determined
by �nding the intersection of the range circles, as demonstrated in Figure 1.2.
This method requires the clocks of all devices to be accurately synchronized, as 1
µs of o�set can cause approximately 300 m error in the range measurements.

Figure 1.2: Time of arrival positioning with two anchors —
source: [18]

1.2.3 Time di�erence of arrival

If the clock of the mobile device cannot be synchronized to the clocks of the an-
chors, the positioning may rely on the measurement of time di�erence. Position-
ing using the time di�erence of arrival (TDOA) method is done by measuring the
di�erence of the radio signal travel times between themobile device and eachpair
of anchors, thus essentiallymeasuring the di�erence in the distances. In practice
this usually involves the tag periodically transmitting a short message containing
its identi�er, and the anchors will each record the time when the message was
received. The result of this process are a number of hyperbolic curves which in-
tersect at the position of the mobile device as seen in Figure 1.3. This positioning
method still requires the clocks of all anchors to be synchronized, but the clock
of the mobile device can be arbitrarily out of sync. [18]
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Figure 1.3: Time di�erence of arrival positioning with two
anchors — source: [18]

1.2.4 Two-way ranging

If precise clock synchronization between the anchors is not feasible, the distance
between the mobile device and each of the anchors can be determined through
two-way ranging (TWR). For this method, the initiating side, which may be ei-
ther the mobile device or an anchor, sends a radio signal, to which the other side
replies with another radio signal and the time di�erence between sending the
�rst message and receiving the reply (round trip time, Tround) is measured by the
initiating device as illustrated in Figure 1.4. If the latency between receiving the
�rst message and sending the reply (reply time, Treply) is known, the propagation
time can be determined:

Tprop = 1
2(Tround − Treply)

Figure 1.4: Time diagram of a single-sided two-way ranging
message exchange — source: [7]
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The location error can be reduced by performing two round trip time measure-
ments in a method called double-sided two-way ranging (DS-TWR). In a DS-TWR
measurement, the previously described single-sided two-way ranging (SS-TWR)
is performed a second time, with the initiator and respondent roles swapped be-
tween the devices, reducing the error caused by oscillator errors between the de-
vices. To reduce the number of required messages, the response of the �rst SS-
TWR sequence may be used as the request of the second as illustrated in Figure
1.5 [7]. In this case, the propagation time is calculated using both round trip times
and reply times:

Tprop = Tround1 ∗ Tround2 − Treply1 ∗ Treply2
Tround1 + Tround2 + Treply1 + Treply2

Figure 1.5: Time diagram of a double-sided two-way ranging
message exchange — source: [7]

In case any form of precise time measurement is unfeasible, the location can be
determined by measuring the signal attenuation between the anchors and the
mobile device, thus determining the distance between the mobile device and the
anchors. Unlike propagation time, radio signal attenuation is heavily in�uenced
by any object between the two devices and the directional properties of the used
antennas, this method yields a high location error.

1.2.5 Positioning systems

The positioning principles outlined in Section 1.2 may be implemented in many
di�erent positioning systems, di�erentiated by the available positioning anchors.
Positioning systemsmay fall into three categories: satellite-based, terrestrial, and
locally deployed systems. These systems provide di�erent levels of accuracy and
varying coverage, so the best positioning solution is highly dependent on the ap-
plication requirements.
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1.3 Satellite-based and terrestrial positioning sys-
tems

Globally deployed networks can be used for positioning in an outdoor environ-
ment. They have varying level of accuracy and usually utilize a radio with higher
power consumption than local networks. Their main bene�t is the e�ortless in-
stallation, since the anchors are already in operation and the operative tasks are
carried out by the provider.

1.3.1 Cellular/LoRa positioning

In many cases the device to be located already carries some means of commu-
nication. When large areas need to be covered, the two most common means of
communication are cellular networks. Using this communication infrastructure
for positioning is an obvious simpli�cation of the �nal system, since the need for
a separate positioning radio is eliminated, thus reducing system cost and power
consumption. This may be an important factor when it comes to mobile nodes.
Positioning using cellular network is a tested, mature technology used by all our
mobile phones to provide location information. Recently the IoT focused cellu-
lar protocols Narrowband-IoT (NB-IoT) and Long Term Evolution for Machines
(LTE-M) have emerged as a low power and low bandwidth extension of cellular
networks, making cellular positioning an even more attractive option. [6]

Another popular Low-PowerWide-Area Network (LPWAN) used bymobile IoT de-
vices in rural environments is LoRaWAN. Its main advantages are the low cost
radio modules needed for the communication, and the extremely low power
consumption made possible by the proprietary LoRa modulation technique by
Semtech. Semtech provides a geolocation cloud service for use with private Lo-
RaWAN networks 1, but independent attempts have also proved the feasibility of
LoRaWAN positioning on both private and public networks [1][11].

The main drawback of these positioning methods is their inaccuracy, the pro-
vided positions can have an error in the 10 m . . . 100 m range. Although this is
acceptable for many applications, for precise positioning a separate system has
to be used.

1.3.2 GNSS positioning

Themost well-known positioning system in theworld, the Global Positioning Sys-
tem (GPS) is a satellite-based positioning system developed for the U.S. military,
and later released for civilian use with some restrictions. Although GPS is used
colloquially as a general term for satellite-based positioning, most modern ap-
plications rely on other similar systems as well, e.g. GLONASS (Russia), Galileo
(Europe) and BeiDou (China). These systems are collectively referred to Global

1LoRa Cloud™ Geolocation (retrieved: 28.11.2021)
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Navigation Satellite Systems (GNSS), and by simultaneously using multiple satel-
lite constellations the accuracy can be improved. Unfortunately for civilian use
the accuracy is limited to a few meters, more accurate positioning is reserved for
military use with encrypted packets. In spite of this limitation, accuracy can be
drastically improved by applying correction data with the use of Real Time Kine-
matics (RTK), which supplements GNSS data with additional phase-correction in-
formation gathered by a stationary base station nearby, whose location must be
precisely known. Using this method the accuracy of GNSS positioning can be im-
proved to be in the 0-10cm range [12]. Figure 1.6 shows location accuracy using
the same GNSS receiver with and without RTK correction, here we can observe
the error decreasing from over 1.5 meters to under 25 cm

.

Figure 1.6: Position wandering with no correction (le�)
and with RTK correction applied (right) —
source: Sparkfun: What is GPS RTK? (retrieved:
28.11.2021)

Although RTK supplemented GNSS positioning provides adequate accuracy for
almost all positioning requirements, and the system is available for easy imple-
mentation, this method has two key downsides. The relatively large power con-
sumption of GNSS receivers and the need for an additional data link to receive
RTK correction information and transmit measurements may pose additional de-
sign challenges and increase system complexity. An even more important de�-
ciency of this system is its unsuitability for indoor positioning. Buildings heavily
attenuate the weak signals of the GNSS satellites, thus reducing the location ac-
curacy, or even make positioning impossible.

1.4 Locally deployed positioning systems

Where the use of terrestrial or satellite-based positioning systems is impossible,
deploying a local positioning system will be necessary. These systems are o�en
referred to as Real-time Location Systems (RTLS), and their function is to deter-
mine the real-time location of objects or people - o�en referred to as tags. The
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term RTLS does not have a strict de�nition, it is usually used to describe a lo-
cally deployed positioning system which is commonly used for indoor position-
ing. Satellite-based and cellular positioning systems are not commonly referred
to as RTLS, as they are deployed globally or regionally. RTLS are most o�en de-
ployed in buildings, where external signals may be attenuated to the point where
they cannot be reasonably utilized, thus GNSS and cellular positioning methods
are not feasible.

The deployment of RTLS involves the distribution of anchors across the area
where the system is to be used. The location of these anchors have to be individu-
ally determined to establish the reference system for the RTLS. The most obvious
solution is the use of stationary anchors, whose location is determined using sim-
ple distancemeasurement techniques, like a tapemeasure or laser ranging. A less
obvious, and more complex system can be constructed with mobile anchors, but
in this case a separate positioning system have to be used to determine the accu-
rate position of all anchors in real time. One possible implementation of this is
the use of GNSS+RTK to track the position of the anchors, while the location of the
tags will be determined by the RTLS. Themain advantage of such a systemwould
be lower power consumption for the tags, and �exibility of the arrangement of
the anchors. This principle is used by the Apple AirTag system, where the anchor
network comprises of iPhones, and the AirTags can operate with a single CR2032
coin cell battery as the power source for an extended amount of time - "AirTag is
designed to keep going more than a year on a standard battery"2.

1.4.1 WiFi

WiFi (IEEE 802.11) networks are commonly deployed all over the world, to pro-
vide wireless internet access for mobile devices, providing thorough coverage in
densely populated urban areas. This makes them an obvious consideration for
use as the basis of an RTLS. Proximity information gathered from WiFi access
points are already used by smartphones to enhanceGNSSposition. This can be re-
alized by building a database containing the approximate locations ofWiFi access
points, and then continuously monitoring the nearby networks and their signal
strength (RSSI). An openly available database usable for these purposes is pro-
vided byWiGLE, and the data is gathered by volunteers installing the application
on their smartphones3. Figure 1.7 shows a map of European WiFi access points
created byWiGLE, one can observe the increased density ofWiFi access points in
urban centers. The main advantage of using WiFi access points as RTLS anchors
is that no additional hardware needs to be deployed, if a reasonably modernWiFi
network with good coverage is available, but the location of the access points
will have to be determined to improve accuracy. Even a single access point can
provide reasonably accurate location information using a multi-antenna constel-
lation found on many recent routers (see Figure 1.8). The positioning error can
be reduced below a meter with the use of multiple access points [17].

2Apple AirTag (retrieved: 28.11.2021)
3WiGLE (retrieved: 28.11.2021)
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Figure 1.7:WiFi access points in Europe, yellow color indi-
cates high density — source: wigle.net

Figure 1.8:WiFi positioning accuracy with a) ToA approach
proposed in a paper by Chouchang Yang and
Huai-Rong Shao [17]; b) state-of-the-art ToA ap-
proach using multiple signal classi�cation (MU-
SIC) approach

Unfortunately these results cannot be easy replicated in real-world scenarios, and
many applications demandmore accurate positioning thatWiFi cannot currently
provide. Another drawback ofWiFi based positioning is the relatively high power
consumption ofWiFi radios compared to other short rangenetworks such asBlue-
tooth. It should also be considered, that WiFi can be considered a critical infras-
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tructure and maintenance of the positioning systems may cause disruptions to
the whole network.

1.4.2 Bluetooth

Anotherwidespreadwireless technology is Bluetooth (IEEE 802.15.1) that ismostly
used to communicate with wireless peripherals and audio devices. Communica-
tion with wireless, battery powered peripherals is made possible by the devel-
opment of Bluetooth Low Energy (BLE). The extremely low power consumption
of BLE devices is made possible by the reduced transmit power and data rate.
The BLE technology enables the creation of low powered positioning anchors, re-
ferred to as beacons in BLE positioning terms, which periodically transmit their
universally unique identi�ers (UUID), a process called advertising. The beacons
can be powered by a battery for months or even years depending on the beacon
advertising interval, making the system easy to deploy. The BLE beacons are rela-
tively simple devices, whose only role is to advertise their UUID, the position cal-
culation in this case is performed by the tag. Because BLE achieves the low power
consumption in part by decreasing transmit power, the coverage providedby each
beacon is relatively low, thus the quantity of needed beacons becomes high [4].
This requirement is o�set by the low price of BLE beacons, which together with
the widespread adoption of Bluetooth capable devices (e.g. smartphones) makes
the technology a very appealing and widely used indoor positioning method.

The main downside of BLE beacon based positioning is the low accuracy pro-
vided by the technology. Since BLE positioning is based on signal strength, any
obstruction in the signal path will lead to more signi�cant errors and the low
power nature of BLE makes the technology unsuitable for ranges greater than a
fewmeters4. Figure 1.9 illustrates theRSSI �uctuation of BLEbeacons by distance.
Any RSSI �uctuation for a given distance observed on the graph directly leads to
positioning errors, one can also observe that above approx. six meters the graph
�attens out, thus reasonable positioning accuracy further away from the beacons
cannot be achieved.

Figure 1.9: Bluetooth RSSI variation by distance — source:
Locatify

4Locatify: BLE Beacons for Indoor positioning – Beacon limitations (retrieved: 20.11.2021)
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1.4.3 Ultra-wideband radio

The use of ultra-wideband (UWB) radios in positioning systems is becoming in-
creasingly popular, as the technology o�ersmany bene�ts compared to the previ-
ously discussedWiFi andBluetooth based positioning. UWB radio based position-
ing systems o�er higher accuracy5 and lower power consumption, thus making
it a very appealing candidate for RTLS networks. Although the use of UWB tech-
nology is mostly limited to positioning, the technology is capable of transferring
other payloads as well, making it well suited for use in wireless positioning sen-
sor networks. For the above outlined reasons the UWB technology was selected
as the base of this thesis project, and will be discussed in more detail.

1.5 Introduction to UWB radio

A radio communication technology is considered to be ultra-wideband, if its ab-
solute bandwidth is higher than 500MHz, or its relative bandwidth is higher than
20%, e.g. its bandwidth is greater than 20% of the center frequency of the trans-
mission [14]. Even though the term UWB was not used until the late 1980s, the
�rst UWB radio transmission was performed by GuglielmoMarconi in 1894 when
he experimented with a spark gap radio transmitter. A spark gap transmitter pro-
duces very short burst of electromagnetic pulses resulting in a high bandwidth,
as it can be recognized through the Fourier-transform. During the 1990s the UWB
radio technology was utilized by the U.S. military in various radar system devel-
opments, and has been released for unlicensed civilian use in the early 2000s.

1.5.1 Advantages of UWB radio technology

One of the main error sources in radio-positioning systems is the e�ects of multi-
path propagation of electromagnetic waves. The previously discussed radio-
positioning techniques are all based on the assumption, that the measured ra-
dio wave takes a direct path between the two ends of the communication, and so
measurements of this radio wave can lead to conclusions about the direct path
between the endpoints. Unfortunately in a real world scenario this cannot be
guaranteed, as the signal received will be a result of the interference of the radio
wave following the direct path, as well as any re�ected, scattered, or refracted
radio waves from nearby objects or the ground, as illustrated in Figure 1.10. This
results in the originally transmitted signal being received multiple times in close
succession, from di�erent angles, with di�erent signal strengths, and di�erent
propagation times, leading to measurement errors.

When using UWB radio positioning, the a�ects of multi-path propagation can be
minimized, as the wide bandwidth of the signal allows for short pulses, which in
turn make it possible to di�erentiate between the direct signal and the re�ected
signals. By only processing the �rst received signal from any message, we can

5Locatify: Precise Indoor Positioning is �nally here (retrieved: 22.11.2021)
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Figure 1.10: Di�erent signal paths inmulti-path propagation,
1) direct signal, 2) ground-re�ected signal, 3) sig-
nal re�ected from a nearby building
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Figure 1.11: E�ects of multi-path propagation on a narrow-
band (le�) and a wide-band (right) impulse

make sure that the calculations will lead to the properties of the actual distance
between the endpoints. The e�ects of multi-path propagation on the signal are
illustrated in Figure 1.11. The bandwidth of the wide-band impulse on the right is
approximately ten times bigger than that of the narrow band impulse on the le�,
leading to noticeable improvement in accuracy.

Another key bene�t of UWB radio technology also stems from its bandwidth. Ac-
cording to the Shannon-Hartley theorem, the data carrying capacity of a trans-
mission channel can be calculated as

C = B · log2

(
1 + S

N

)

where C is the channel capacity, B is the signal bandwidth, and S/N is the lin-
ear signal-to-noise ratio. From this formula we can deduce that channel capacity
increases linearly with the signal bandwidth, while assuming a constant noise
�oor an exponential increase in transmission power is necessary for the same in-
crease in capacity. This makes it possible to achieve high data transfer rates cou-
pled with low power consumption when using UWB technology.[5] In practice
commercially available UWB transceivers are capable of achieving data transfer
rates of around 6.8 Mb/s [7], which is between the practical data rates achievable
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over Bluetooth and WiFi. The limiting factor for the maximum achievable data
rate over UWB radio is the low transmit power. As UWB signals span a wide fre-
quency range, the used frequencies o�en overlap with other services, thus high
power UWB transmission could cause disruptions to many services operating in
the same frequency range. To minimize the risk of signal interference the max-
imum transmit power of UWB signals is limited to -41.3 dBm/MHz [14], which
results in less then 0.5 mW of transmit power for a bandwidth of 500MHz. This is
a very low value, when compared to the maximum transmit power of 2.5mW of
commonly used class 2 Bluetooth devices[13], or the 100 mWmaximum transmit
power of WiFi.

1.5.2 Application of UWB radio technology

Current applications of UWB radio technology are mainly limited to positioning
systems, with a noticeable increase in adoption as both Apple and Samsung have
recently included UWB transceivers in their smartphones. The previously men-
tioned AirTags from Apple rely on the nearby iPhones with UWB transceivers act-
ing as positioning anchors to provide lowpower global coverage. UWB radio tech-
nology can also be used to unlock a car based on the proximity of a digital car key
installed on a smartphone6. In an e�ort to enable the interoperability of UWB
based positioning systems, the FiRa consortium was formed in 2019, and at the
end of 2021 the members include the main producers of UWB radio transceivers
as well as producers of consumer electronics devices7.

The goal of this thesis project is to demonstrate the use of UWB radio technol-
ogy not only for positioning, but also for simultaneous data transmission. This
enables the development of a system capable of real-time mapping various sen-
sor information over the area covered by the anchors using only a single radio
system, thus decreasing system complexity.

6https://www.bmw.com/en/innovation/bmw-digital-key-plus-ultra-wideband.html
7https://www.firaconsortium.org/about/members
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Chapter 2

System design

2.1 High level concept

The goal of this thesis is to design and construct a measurement and positioning
system based on UWB technology. The project involves the design of a UWB tag
equipped with various sensors, capable of determining its position and transmit-
ting the location information and measurement results over the same UWB link
thatwas used for positioning. To supplement thismeasurement device, a gateway
device will also be constructed. The gateway will handle the stream of informa-
tion coming from the measurement device and store all this data. It would also
be used to provide a web frontend to ease human interaction by visualizing the
stored data. This concept is illustrated in Figure 2.1, showing four positioning
anchors, a sensor tag and a gateway.

Figure 2.1: High level system concept
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2.2 UWB platform

In order to continue the design process on a lower level, a UWB ecosystem had to
be chosen. The twomain options are the products fromNXP and Qorvo (formerly
Decawave). Other implementations of UWB radios do exist, but they are not as
widespread (e.g. 3dB 3DB6830) or not open for individual developers (Apple U1
chip). From the two options I have eliminatedNXP, since their products are either
available through a non-disclosure agreement (NDA)making them unsuitable for
a thesis project, or they are too expensive.

Qorvo’s lineup of UWB transceivers consists of the DW1000 and the DW3xxx se-
ries, the latter getting released as recently as the �rst half of 2021, thus not easily
available at the beginning of this project. For these reasons, the DW1000 UWB ra-
dio transceiver would be used for this project, which is a UWB radio transceiver
IC controllable via the serial peripheral interface (SPI). As the DW1000 is only a
transceiver, an additional microcontroller (MCU) would be required for the posi-
tioning application. Such a combination is already available from Qorvo, in the
form of the DWM1001C module, which integrates the DW1000 UWB transceiver
and an nRF52832 MCU from Nordic Semiconductor with antennas for both chips
on a compact module, as seen in Figure 2.2. The DWM1001C also incorporates a
3-axis accelerometer from STMicroelectronics connected to the nRF52832 MCU
through I2C bus, and the DW1000 transceiver is connected to the MCUs SPI inter-
face. The internal connections and the external inputs and outputs (IOs) of the
module are illustrated in Figure 2.3.

Figure 2.2: DWM1001C module with and without the metal
shield, revealing the internal layout — source:
DWM1001C product page on Decawave.com (re-
trieved: 29.11.2021.)

TheDWM1001Cmodule is suppliedwith a positioning systemdevelopedbyLEAPS
labs, called PANS. This system provides support for positioning based on two-way
ranging, as well as transferring IoT data between the tags and a gateway. It pro-
vides access to the transferred data and position information through an MQTT
broker running on the gateway. The structure of a PANS network is illustrated in
Figure 2.4.
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Figure 2.3: Internal block diagram of the DWM1001C mod-
ule, showing the connection between compo-
nents — source: [8]

Figure 2.4: PANS RTLS network structure

2.3 Tag concept

The design of the sensor-equipped tag comprises of two parts, a hardware that
accommodates the UWB radio module and any necessary peripherals, and a
�rmware, that manages measurement and UWB communication. As earlier dis-
cussed, the central component of the tag would be the DWM1001Cmodule, which
can handle both the UWB communication and interfacing with attached sensors.
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2.3.1 Tag requirements

First the design requirements for the tag have to be determined, aside from the
UWB connectivity. During the planning of the project we determined, that the
following components would make the tag-to-be-designed a versatile demonstra-
tion platform, with a good selection of sensors for various measurements:

• Acceleration sensor — already present on the DWM1001C module

• Light intensity sensor

• Temperature sensor

• Relative humidity sensor

• WiFi received signal strength indication (RSSI) sensor

• Lithium battery support for portability

• Button to trigger measurements

2.3.2 Sensor selection

Since the DWM1001C module already contains an accelerometer, the main focus
of the selection were the light intensity, temperature and relative humidity sen-
sors. The accelerometer integrated on themodule is an LIS2DH12 sensor by STMi-
croelectronics (see Figure 2.3), and is connected through I2C bus to the nRF52832
MCU. By examining the block diagram one can observe that this same I2C bus
is also routed to external IO pads on the module. This makes it possible to con-
nect the external sensors to the same I2C communication bus as the internal
accelerometer, leading to a more elegant system architecture.

2.3.2.1 The I2C protocol

The I2C protocol uses a serial data (SDA) and a serial clock (SCL) connection, and
while the SDA line is bidirectional (e.g. it may be driven by either the controller or
the target), the SCL line is always driven by the controller. In the I2C protocol all
communication is initialized by the controller, and only the target identi�ed by
the target address must respond. Data transfer is organized in bytes followed by
an acknowledgment (ACK) bit, and the start and end of the communication are
marked with the start and stop conditions. The �rst byte of the transfer is always
transmitted by the controller, and contains the 7 bit target address (although 10
bit addressing is implemented is I2C , it is not relevant for the purposes of this
thesis). The least signi�cant bit (LSB) of the �rst byte determines whether the
controller will write to (0) or read from (1) the target, thus later referred to as R/W
bit. The following bytes may be transmitted either by the controller (R/W bit is 0)
or by the addressed target (R/W bit is 1). The structure of an I2C data transfer is
illustrated in Figure 2.5.
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Sensors acting as I2C targets are usually logically structured to have multiple in-
ternal registers with internal addressing. These registers may contain con�gu-
ration values, in which case con�guration is altered by writing the register, or
may contain measurement results, and will respond with the currently stored
measurement results when read. Since I2C only speci�es addressing the target
device, internal addressing can be performed such that a write to a speci�cmem-
ory address would contain the address as the �rst data byte, and the data in the
following byte (or bytes), while reading from an address would involve executing
a write access �rst with the desired internal register address as a data byte, with
a read request following it to perform the actual data transfer.

Figure 2.5: I2C data transfer — source: [10]

2.3.2.2 Selection criterion

During the selection of the external sensors the main criterion was the ability to
interface them over I2C bus. As I2C is one of the most popular interfaces for
low data-rate sensors, this need still le� many options to be considered. A more
practical requirement was the availability of a hand-solderable package, since the
tag hardware would be eventually constructed by myself. The unfortunate cir-
cumstances of the current global semiconductor-shortage posed the �nal, most
restrictive �lter, since most of the suitable sensors were unavailable for purchase
at the time of design.

Considering the requirements discussed in the paragraph above the following
sensors were selected:

2.3.2.3 Vishay VEML7700

The Vishay VEML7700 is a high accuracy ambient light sensor with I2C interface,
and a simple pad layout, its external appearance and internal structure can be
seen in Figure 2.6. The sensor is capable of providing ambient light levels in Lux,
which makes absolute measurements possible. The VEML7700 features a 16 bit
analog to digital converter (A/D converter), and con�gurable gain (0.125x to 2x)
and integration times (25ms to 800ms), leading to a high dynamic range with a
maximummeasurable light level of 120000 lx and a minimum resolution of 0.036
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lx. Accuracy is further increased by temperature compensation using the inte-
grated temperature sensor.

Figure 2.6: The VEML7700 sensor, in its transparent plastic
mold (le�) and the sensors internal structure on
a block diagram (right) — source: [16]

2.3.2.4 TE connectivity HTU21D

The HTU21D is a digital relative humidity and temperature sensor produced by
TE connectivity. It features an I2C interface for control and measurements. It
is capable of measuring relative humidity through a 12 bit A/D converter with a
typical accuracy of ±2%. Temperature measurement is performed using a 14 bit
resolution A/D converter, with a typical accuracy of ±3%. The accuracy �uctua-
tion over the allowed humidity and temperature range are shown in Figure 2.7.
The packaging of this sensor is not particularly suitable for hand soldering, but it
is also available on a breakout module, that makes it easier to handle. Using the
module comeswith the added bene�t of better thermal isolation between the sen-
sor and the main circuit board, thus reducing the e�ect of nearby components’
heat on the measurement.

Figure 2.7: Relative humidity measurement tolerance of
HTU21D over the measurable humidity range
(le�) and temperature tolerance over the allowed
temperature range (right) — source: [2]
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2.3.3 WiFi RSSI measurement

Themeasurement ofWiFi RSSI is not as trivial as temperature, humidity and light
intensity, since no single sensor exists with this purpose. For the other measure-
ments the use of a dedicated sensor was the best solution, for WiFi RSSI the sen-
sor had to be constructed as well. For this task the Espressif ESP8266 MCU was
selected.

2.3.3.1 Espressif ESP8266

The Espressif ESP8266 is a very popular MCU with built-in WiFi connectivity. It
is based on a 32 bit Tensilica L106 CPU operating at speeds up to 160 MHz and its
built-in radio supports the 802.11 b/g/n standards in the 2.4 GHz frequency band1.
Similar to the other sensors, the ESP8266 would also act as an I2C target2 device,
so that the interfacing with all sensors would be performed in a uniformmanner.
The ESP8266 unfortunately does not feature an I2C hardware peripheral, so the
I2C communication protocol would have to be implemented by bit-banging, so
the MCU would react to GPIO interrupts, and in response would change a GPIO
output with the correct timing, according to the I2C protocol. Although it seamed
to be feasible to bit-bang the I2C protocol with the ESP8266 MCU as its 160 MHz
maximum CPU clock frequency is multiple orders of magnitude higher than the
standard 100 kHz operating frequency of I2C , I have decided to conduct some
preliminary testing in order to determine if the interrupt and GPIO handling la-
tency were low enough to react to I2C clock edges in time. For 100 kHz I2C clock
frequency the compound latency would have to be under 5 µs, the half of the I2C
clock period. This requirement stems from the fact that output data has to be set
on the falling edge of the clock, and input data has to be read on the rising edge.
The test program consisted of a single interrupt service routine (ISR) triggered
by the falling edge on an input line. In the ISR an output would be set to high
state, then back to low state. The test was conducted using a logic analyzer with
12 MHz sampling frequency, which would result in a time resolution of 83.3 ns,
short enough to determine the latency of the reaction. The result of the experi-
ment is shown in Figure 2.8. Themeasured latency of 5.5 µs unfortunately makes
the bit-banging method unfeasible.

Figure 2.8: Reaction latency to falling edge input interrupt
on ESP 8266

1Espressif ESP8266 data sheet
2I2C master and slave devices have been renamed to controller and target in the 7th revision

of the I2C speci�cation [10].
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2.3.3.2 Espressif ESP32

A�er determining that an I2C target device implementation on the Espressif
ESP8266 is unfeasible, a more recent WiFi capable MCU by the same manufac-
turerwas considered. The Espressif ESP32 is based on a dual core Tensilica Xtensa
LX6 CPU running at amaximum clock frequency of 240MHz and it has integrated
802.11 b/g/n capable WiFi as well as a Bluetooth 4.2 radio support. The main im-
provement from the perspective of this project is the presence of a hardware I2C
peripheral with I2C target capabilities, so the GPIO interrupt based bit-banging
solution would no longer be necessary. These components are illustrated on the
internal block diagram of the ESP32 MCU in Figure 2.9. Since the ESP32 is more
recent than theESP8266, it is supported by theESP-IDF framework fromEspressif,
which provides drivers for the on-chip peripherals, as well as a FreeRTOS based
real-time operating system (RTOS). As the CPU on the ESP32 is dual core, Espres-
sif has developed a symmetric multiprocessing (SMP) scheduler for FreeRTOS, a
feature which was only recently implemented in the mainline FreeRTOS project
with the help of Espressif, among others.

Figure 2.9: Espressif ESP32 block diagram — source: ESP32
data sheet

2.3.4 Measurement trigger

At this point all the sensors have been selected, but there is no way to activate
the tag. To trigger measurements a momentary push button was connected to
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a GPIO of the nRF52832 MCU. Pressing the button will trigger an instantaneous
measurement and immediately transmit the results as they become available.

At this point the measurement and communication functions of the tag are com-
plete, thus an overview is provided in Figure 2.10. Note that the I2C addresses
displayed by the sensors are shown in binary 7 bit format, as in some cases the
address indicated in the data sheet is the address shi�ed le� by one bit (e.g. ex-
panded with the R/W bit as zero) leading to possible confusion. To facilitate pro-
gramming of the nRF52832 and ESP32MCUs the appropriate communication and
reset signals are also indicated.

Figure 2.10: Block diagram of the sensor tag, showing the
main internal components of the DWM1001C
module

2.3.5 Power supply

The tag has to be portable, thus the need for a battery is evident. Due to its high
power density, a lithium-polymer battery was chosen, but with lithium batter-
ies care must be taken during charging and discharging, as they can react quite
violently to accidental overcharge, over-discharge, and over-current conditions.
As these limits are speci�c to battery models, I have decided to use batteries
with built-in protection circuitry, hence any connected battery would be safely
protected according to its speci�cations. As an additional layer of protection a
reverse-polarity protection circuit and a self resetting polymeric fuse (poly-fuse)
was also added.
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To handle the charging requirements of the battery a lithium battery charger IC
was used, and a USB type C connector was selected as the charging connector.
During charging the power sourcewill be automatically changed from the battery
to USB power. Since the voltage from the USB connector is 5 volts, and the battery
voltage can be as high as 4.2 volts, a regulator must be used to power the 3.3 V
components. In order to increase e�ciency and battery life, a switching regulator
was used instead of a linear low dropout (LDO) regulator. As the battery voltage
will not go under 3 volts and every component can safely operate at this voltage
the boosting of the battery voltage is not necessary, so a buck converter was used
for the power supply.

2.4 Gateway and anchor concept

With the tag design outlined, we must focus on the two missing components of
the positioning and measurement system. One of the main advantages of the
DWM1001C module is its capability to behave not only as a tag, but also as an
anchor or a gateway-bridge node.

2.4.1 Anchors

As the anchors do not require any speci�c external circuitry to be connected to
the DWM1001Cmodule besides a power supply, I have opted to use the DWM1001-
DEV development board available for the module pictured in Figure 2.11. The
DWM1001-DEV features a buck converter to enable powering the device through
its micro USB connector, and is equipped with a JLink debug probe used for pro-
gramming and debugging the nRF52832 MCU on the DWM1001C module, while
providing a USB-UART link to communicate with the MCU. The DWM1001-DEV
also features a lithium battery charger to enable powering the module from a
battery, but since the anchors will remain stationary this feature will not be used
for the purposes of this project.

2.4.2 Gateway

The gateway handles all measurement results and location information sent
by the tag, and has to be able to store and manage all data. The PANS RTLS
solution used by the system supports the collection of sensor data through a
DWM1001C module connected to a Raspberry Pi 3 model B. The previously men-
tioned DWM1001-DEV development board conveniently also features a Raspberry
Pi compatible 26 pin header, so it can be directly connected to the GPIO header
on the Raspberry Pi 3.

As the PANS driver for the Raspberry Pi 3 is based on the Raspbian Linux distribu-
tion, the functions of the gateway will be implemented using so�ware available
for Linux. The PANS driver makes any incoming data available through anMQTT
broker, which only provides temporary storage for the messages. As permanent
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Figure 2.11: The DWM1001-DEV development board used as
anchors and gateway — source: DWM1001-DEV
data sheet

and structured storage is needed, all data will be stored in a relational database.
For this purpose the MariaDB server was selected, as it is an open-source alter-
native to the popular MySQL server. The visual interface for the gateway will be
served through an HTTP server, and the web interface will be capable of initializ-
ing a new measurement sequence, and visualize the data points from a selected
measurement sequence on a heatmap. There will also be an option to export the
data points of a measurement sequence for further analysis.
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2.5 Complete system

The block diagram of the whole is shown in Figure 2.12, showing the DWM1001-
DEV modules as the anchors, and in the gateway with the Raspberry Pi 3. The
main internal components of the tag are also visible.

Figure 2.12: Block diagram of the complete system
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Chapter 3

Tag �rmware

With the components selected for the tag, the circuit was assembled as a proto-
type using the DWM1001-DEV development module and breakout boards for the
ESP32, the HTU21D temperature and humidity sensor, and the VEML7700 ambi-
ent light sensor. Having this functional prototype was key to starting the devel-
opment of the �rmware, as it allowed me to easily alter the connections without
having to get a new circuit board manufactured, thus greatly speeding up the de-
velopment.

The development of the �rmware can be divided into three parts, based on the
required functionality: the tag has to measure the selected environmental con-
ditions, it has to determine its position, and it has to be able to transmit these
results to the gateway.

3.1 Positioning

The previously mentioned PANS RTLS stack was used to handle the UWB
transceiver. This so�ware stack is supplied with the DWM1001C module and is
capable of acting both as an anchor and a tag, and in anchor mode, it can even
be used as a bridge in a gateway. This makes it possible to create a complete
positioning solution with every component using the same core module, greatly
simplifying the architecture. In both modes, the PANS stack can provide control
interfaces over UART and Bluetooth Low Energy, utilizing the wireless capabil-
ities of the used nRF52832 MCU. When con�gured in tag mode, the PANS stack
allows us to determine the position of the device, using the SS-TWR positioning
technique, as described in Section 1.2.4. Although the DW1000 UWB transceiver
is capable of carrying out TDOA measurements (explained in Section 1.3), due to
the strict time synchronization required between all anchors, it is not supported
by the PANS stack. For the purposes of this system, SS-TWR provides a reliable
and accurate source of positioning, and even though it generates more radio traf-
�c than TDOA, these added packets can be utilized to carry measurement data.
As the PANS RTLS is based on IEEE 802.15.4, a PANID (network identi�er) has to
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be chosen for all participating nodes, and an anchor has to be selected for the
initiator role, which controls the formation and timing of the network.

3.1.1 SS-TWR implementation

The single-sided TWR ranging is used in the PANS RTLS to determine the position
of the tags. In order to enable the presence ofmultiple tags, the time-divisionmul-
tiple access (TDMA) technique is used to provide every node access to the radio
channel. With TDMA, time is divided up into frames (referred to as superframes
in PANS terminology), and every frame is divided up into time slots. During each
time slot, a di�erent message may be transmitted, usually by di�erent devices.
The structure of a PANS superframe is shown in Figure 3.1. The superframe con-
sists of 30 0.5 ms time slots for anchor beacon messages, 2 service message slots,
15 3 ms time slots for TWR packets, and 30 0.5 ms time slots for bridge node bea-
conmessages. The remaining time in the superframe is used as idle time to signal
the switch between the di�erent message types and a longer idle time between
the superframes. The anchor beacon messages are used by the tags to determine
the network topology and select the anchors used for positioning. The two service
message slots are used for either Almanac messages, network service messages,
or anchor uplink/downlink data. Each TWR slot contains a single TWR request
transmitted by the tag and up to four replies from the anchors selected during the
anchor beacon time slots. For the positioning to succeed, the tags need at least
three anchors in range, but positioning accuracy can be improved if four anchors
reply to the TWR request. At the end of each TWR frame, up to 34 bytes of IoT data
can be exchanged. Finally, the bridge node beacon messages are used to notify
tags about available downlink IoT data [9]. The ranges obtained during the TWR
process and the anchors’ position obtained from the anchor beaconmessages are
used to calculate the position of the tag.

Figure 3.1: Structure of a PANS superframe — source: [9]
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3.2 Measurement

The measurement capabilities of the tag are what set this system apart from a
general UWB-based RTLS. As described in Section 2.3, the tag is equipped with
an ambient light sensor, a temperature and relative humidity sensor, and a WiFi
RSSI measurement module, in addition to the accelerometer already present on
the DWM1001C module. As all these sensors are connected through a single I2C
bus, the main task of the �rmware is to write the suitable measurement setting
into the sensors’ registers and read out the measurement results.

3.2.1 Light intensity

The VEML7700 digital ambient light sensor was selected to measure light inten-
sity. This sensor features a 16 bit A/D converter with con�gurable gain and inte-
gration time, in e�ect providing two settings to control the step size of the D/A
converter. The gain can be con�gured to the discrete values of 1/8, 1/4, 1, and 2,
while the integration time can be set to 25 ms, 50 ms, 100 ms, 200 ms, 400 ms, and
800 ms. These settings allow for high range light intensity measurement, from
0.0036 lx step size with 236 lx maximum illumination to 1.8432 lx step size with
120796 lx maximum illumination as shown in Tables 3.1 and 3.2 [15].

Gain 2 Gain 1 Gain 1/4 Gain 1/8

IT = 800ms 0.0036 0.0072 0.0288 0.0576

IT = 400ms 0.0072 0.0144 0.0576 0.1152

IT = 200ms 0.0144 0.0288 0.1152 0.2304

IT = 100 ms 0.0288 0.0576 0.2304 0.4608

IT = 50ms 0.0576 0.1152 0.4608 0.9216

IT = 25ms 0.1152 0.2304 0.9216 1.8432

Table 3.1: VEML7700 light intensity resolution with every integration time (IT)
and gain combination, in lux — source: [15]
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Gain 2 Gain 1 Gain 1/4 Gain 1/8

IT = 800ms 236 472 1887 3775

IT = 400ms 472 944 3775 7550

IT = 200ms 944 1887 7550 15099

IT = 100 ms 1887 3775 15099 30199

IT = 50ms 3775 7550 30199 60398

IT = 25ms 7550 15099 60398 120796

Table 3.2: VEML7700 maximum possible illumination with every integration
time (IT) and gain combination, in lux — source: [15]

In order to utilize the full range of the sensor while measuring with the high-
est possible resolution, an automatic ranging algorithm was developed loosely
based on the automatic ranging method described in [15]. The ranging process
starts by con�guring the lowest gain (1/8) and shortest integration time (25 ms),
thus achieving the highest possible maximum illumination range, and taking a
measurement. If the result is below a set threshold, the process is repeated with
higher gain, then longer integration time values, while a suitably high result is
achieved, or themaximumof the gain and integration time settings is reached, as
illustrated in Figure 3.2. The reason for increasing the gain �rst and only raising
integration time when the highest gain setting is reached is to keep the measure-
ment time as low as possible, as higher integration times result in longer mea-
surement times. The limit for the light intensity used by the automatic ranging
algorithm was chosen to be 10000. Since the sensor uses a 16 bit A/D converter,
the returned values are between 0 and 65535, and the biggest increase between
subsequent gain stages is 4x (from 1/4 to 1), and with the 10000 limit it can be rea-
sonably assured, that the light intensity deemed too low would still not be out
of range using the next gain setting. This algorithm ensures that any light level
below the measurement limit of the sensor will be measured with the highest
possible resolution.
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Figure 3.2: VEML7700 automatic ranging algorithm
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3.2.2 Temperature and humidity

For the measurement of temperature and relative humidity, the HTU21D sensor
was selected. The HTU21D is equipped with a 12 bit A/D converter for the relative
humidity sensor and a 14 bit A/D converter for the temperature sensor. The res-
olution of the A/D converters can be con�gured lower as the maximum in order
to shorten measurement times, but as accuracy is more important in our current
use case than measurement speed considering the lower resolution would only
reduce measurement times by a total of 56 ms, the highest possible resolution
was chosen for both converters. The results of the measurements are provided in
a le�-justi�ed format and have to be scaled appropriately to obtain true measure-
ments, as described in the data sheet [2].
Relative humidity scaling (RHADC is the value returned by the sensor, RH is the
relative humidity in %):

RH = −6 + 125 · RHADC

216

Temperature scaling (TADC is the value returned by the sensor, T is the relative
humidity in °C):

T = −46.85 + 175.72 · TADC
216

As the relative humidity sensor is calibrated for 25 °C temperature, the result has
to be further compensated:

RHcompensated = RH − 0.15 · (25 − T )

3.2.3 Acceleration

The LIS2DH12 digital three-axis accelerometer comes integrated on the
DWM1001C module, and features 16 bit A/D converters for each of the three axes.
The original purpose of the accelerometer is to be used by the PANS stack to detect
if the tag was stationary, allowing a reduced position update rate when position
is not changing. Although this feature is a great way to reduce the average power
consumption of the tag, it has been disabled in the �rmware as data transfer uses
the positioning frames, thus a lower position update rate would result in a lower
data transfer capacity. In the current application the sensor is used as a simple
three-axis accelerometer. A�er enabling all axes and setting the resolution and
update rate the acceleration values can be read out from the sensors registers. In
order to obtain the actual the value has to be scaled according to the data sheet:

a = aADC
16 · 12

Where a is the acceleration in units of mg (e.g. 1/1000 of Earth’s gravitational ac-
celeration), aADC is the value provided by the sensor. As the result is le�-justi�ed,
the division by 16 provides the actual 12 bit result which at ±16 g range has to be
multiplied by 12 due to the gain of the sensor.
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3.2.4 WiFi RSSI

As mentioned previously, the WiFi RSSI sensor had to be created using an ESP32
MCU, as no dedicated sensors are available for this task.

3.2.4.1 ESP32 �rmware requirements

With a suitable platform selected for the WiFi RSSI sensor, the measurement
�rmware had to be designed. Since this �rmware has to ful�ll only a single task,
the requirements are quite simple. It has to:

• act as an I2C target,

• scan for nearby WiFi networks upon request over I2C ,

• and make the scan results available through I2C .

The device must be able to supply the SSID, RSSI, and operating channel of max-
imum 32 nearby WiFi networks. According to the IEEE 802.11-2020 standard, the
maximum allowed length for a WiFi RSSI is 32 octets (Section 9.4.2.2), the maxi-
mum channel number is 14 (table 15-6), while for RSSI the only restriction is that
"[RSSI] shall be a monotonically increasing function of the received power"[3],
thus the actual range of RSSI ismanufacturer-dependent, butmeasurementswith
the same device provide a good understanding of signal strength di�erences. In
case of the ESP32 MCU RSSI is a signed integer between -100 and 0. These param-
eters will be necessary to determine communication parameters and memory
allocation.

3.2.4.2 ESP32 �rmware design

In order to perform the functions outlined in 3.2.4.1, the program will consist of
three main parts:

• The main entry function will initialize the peripherals, the I2C interrupt
handler, and the WiFi scan task

• The WiFi scan task will perform a WiFi scan when unblocked

• The I2C interrupt handler will interpret commands from the I2C controller
(the nRF52832 MCU in this case), and reply to them, or unblock the scan
task upon a scan request

At startup, themain function initializes the I2C peripheral as a target, enables the
I2C receive interrupt with the correct ISR, and con�gures the I2C target address.
This was selected to be 0x34 so as to avoid any address collision with the previ-
ously selected sensors. The WiFi peripheral is also initialized by the main func-
tion inWiFi station mode and an RTOS task is created for theWiFi scan function.
This process is illustrated on the le� side of Figure 3.3.
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TheWiFi scan task waits in a blocked state for a noti�cation, and when a noti�ca-
tion is received, performs a scan of nearby access points. At the end of the scan,
the SSID, the RSSI, and the channel of maximum 32 access points will be stored,
sorted in descending order by RSSI. The number of found access points is also
stored, the end of the scan is signi�ed with a �ag and the task re-enters blocked
state. This process is illustrated on the right side of Figure 3.3.

Figure 3.3: Flowcharts of the ESP32 main function (le�) and
the WiFi scan task (right)

The I2C ISR is invoked every time a data is received over the I2C bus. In order to
access the WiFi scan results, start a WiFi scan, or query the status of the device,
the internal register logic described in 2.3.2.1 was implemented. The registers
are described in Table 3.3. When invoked, the I2C ISR will clear the I2C transmit
bu�er as a safety measure in order to prevent any misinterpretation caused by
le� over bytes from earlier transactions, then decode the register address, and
following the register description will either send a noti�cation to the scan task
in order to start a scan, or place the appropriate reply into the transmit bu�er.
Before returning, the ISR must also clear the I2C interrupt �ag, so as to avoid
handling the same event multiple times. This function is illustrated in Figure 3.4.
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Register
address Function

0x00-0x19
SSID of networks 0-31 as a 32 element ar-
ray of unsigned 8 bit integers, should be fol-
lowed by a 32 byte read access

0x20-0x39
RSSI of networks 0-31 as a single signed 8
bit integer

0x40-0x59
Channel number of networks 0-31 as a sin-
gle 8 bit unsigned integer

0xF0
Scanning status, number of found net-
works if a scan has already been per-
formed, or 0x80 otherwise

0xF1
Trigger, any access to this register will start
a WiFi network scan

Table 3.3: Register description of the ESP32 WiFi RSSI sensor
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Figure 3.4: Flowchart illustrating the I2C ISR
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3.2.4.3 Communication with the ESP32WiFi RSSI sensor

The WiFi RSSI sensor was created with a simple I2C interface. When measuring
RSSI, �rst the scan is started with the 0xF1 command, then the status can be
polled by reading the 0xF0 register. This returns either 0x80 when the scanning
is still in progress, or the number of found networks. This count can later be used
to retrieve the SSID, RSSI, and operating channel of the networks.

3.2.5 Triggering

Themeasurement process is started by pressing the button on the tag. The button
is connected to a digital input of the nRF52832 MCU and a falling edge interrupt
is enabled for that input. This allows for an event-driven program structure and
eliminating the need to periodically poll the state of the input, resulting in amore
e�cient solution.

When the button is pressed, �rst a WiFi scan is triggered on the ESP32 and while
the scan is running, the other sensors are sampled, and then theWiFi records are
read as well.

3.3 Communication

With the measurements taken, all results together with the position of the tag
have to be transmitted to the gateway. Asmultiplemeasurements are transmitted
at once, these values need to be arranged in a packet which provides context for
interpreting the data.

3.3.1 Sensor data packet

The sensor data packet contains all measurements taken by the sensor:

• Temperature [°C],

• Relative humidity [%],

• Ambient light intensity [lux]

• Acceleration on each of the axes [g],

• Position [m],

• SSID of the detected networks in a string array,

• RSSI of the detected networks,

• Channel on which the detected networks operate.
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For the data packet structure JSON was chosen, as it provides a self-describing
data packet, which contains not only themeasurement results, but also themean-
ing of every value, thereby making the system easily adoptable to di�erent mea-
surement goals. Although the use of the JSON format does introduce a consider-
able overhead in packet size, it also provides the most �exibility for the system.
An example of the produced JSON packet is shown in listing 1.

{
"temp": 25.8,
"relh": 49.1,
"light": 582.590,
"acc": [0.024, 0.000, 0.972],
"pos": [0.819, 6.423, 0.724],
"ssid": ["SSID1", "Another_SSID", "Third SSID"],
"rssi": [-22, -33, -71],
"ch": [5, 11, 1]

}

Listing 1: Example JSON packet produced by the tag

The size of a data packet depends on the number of nearby WiFi access points,
their SSIDs, RSSIs, and channels. The size of the packetwith noWiFi access points
is 121 bytes, and since all other data is transmittedwith a �xed number of decimal
places, this size is constant. In addition to this the details of at most 32 WiFi net-
works can be transmitted, each containing the maximum 32 byte long SSID, RSSI
between -99 and 0 (e.g. maximum 3 characters), and channel number between 1
and 14 (maximum 2 characters). This allows us to calculate the maximum packet
size:

N = 121 + 32 · [(32 + 3) + (3 + 1) + (2 + 1)] = 1465 bytes

where N is the number of bytes in the packet, including the quotation marks
for the SSIDs and the commas separating the elements of the arrays. This re-
sult is however far from realistic, as WiFi SSIDs are usually considerably shorter
than the 32 byte limit, and in most cases the number of nearby WiFi networks
is also considerably less than 32. In order to realistically estimate the packet
size the SSID database of WiGLE.net (mentioned in Section 1.4.1) was used. The
database contains the 325400 most popular SSIDs recorded by WiGLE.net along
with the number of distinct networks using each SSID, leading to a total amount
of 281336706 WiFi networks. From this data set the average length of an SSID
can be estimated with reasonable accuracy, leading to the average length of 10.84
characters. It can also be reasonably estimated, that at once only 15 nearby WiFi
networks will be detected, resulting in an estimated packet size of

N = 121 + 15 · [(10.84 + 3) + (3 + 1) + (2 + 1)] ≈ 434 bytes
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Although this is a reasonable packet size, unfortunately the PANS stack only sup-
ports a payload of 34 bytes. In order to circumvent this problem, the data packets
have to be transmitted in multiple parts.

3.3.2 Packet fragmentation

The objective of packet fragmentation is to divide a data packet into multiple seg-
ments, in order to increase themaximum packet size transferable over a commu-
nication medium. The segment can be individually sent to the destination, and
then reassembled to obtain the original packet. Packet fragmentation is com-
monly used in Internet Protocol (IP) communication, as the maximum trans-
mission unit (MTU) of IP networks is usually maximized in 1500 bytes (although
jumbo frames allow up to 9000 byte MTU). In the case of this project, the limiting
factor is the 34 byte MTU posed by the PANS stack, while packet size can reach
1465 bytes.

3.3.2.1 Segment header

In order to ensure the segments can be reliably reassembled on the receiver side,
each segmentmust have a header carrying information about the segments place
in the data packet. If the transfer medium is ideal, e.g. all segments arrive at the
destination, and they are received in the same order as they were transmitted,
than a single bit would be enough to signify either the �rst or the last segment
of a packet. In real-world systems however segments may not arrive in the same
order as they were transmitted in, or not arrive at all, making the one bit method
inadequate. If we accept that for increased reliability the header size has to be
increased, a simple, but e�ective system can be developed.

The packet fragmentation system developed for the PANS RTLS contains a 3 byte
long header, which contains the payload length carried by the segment, the total
number of segments in the packet, and the index of the segment, as shown in
Table 3.4. The �rst byte contains the payload size on the 5 least signi�cant bits,
as the maximum possible payload is 31 bytes. The 3 remaining bits are used as a
version identi�er, which ensures that if in the future a di�erent frame structure
would be developed, it would not result in any errors in the current system, as
in this implementation any message with a version other than 0 will be ignored.
Future systemswould be able to use the version number to correctly interpret the
frame, supporting multiple versions. The second byte stores the index of the seg-
ment in the sequence, thereby allowing for the reconstruction of a packet from
out-of-order segments. The third byte of the header stores the maximum seg-
ment index in the sequence, thus the receiver can determine if all segments of
the packet had been received. As both the segment index and the maximum seg-
ment index are allocated 8 bits the maximum segment index is 255, allowing for
packets consisting of maximum 256 segments. With each segment carrying up to
31 bytes of payload, this system is capable of transferring data packets of up up
to 7936 bytes, providing more than enough capacity for the current data packets
with room for expansion.
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7 6 5 4 3 2 1 0
+---+---+---+---+---+---+---+---+
| Version | Payload size |
+---+---+---+---+---+---+---+---+
| Segment index |
+---+---+---+---+---+---+---+---+
| Max segment index |
+---+---+---+---+---+---+---+---+

Table 3.4: Header structure of the packet fragmentation system

3.3.2.2 Data transfer rate

Unfortunately there is a new bottleneck exposed by the use of packet fragmenta-
tion. As described in Section 3.1.1, IoT data is transmitted as part of the TWR slot
assigned to the tag, thus only one data segment can be transmitted by a tag during
the time of a PANS superframe. This results in only 10 segments transmitted per
seconds, limiting the available data transfer rate to 310 bytes/s with the use of the
packet fragmentation system. This can result in the transfer of a packet taking up
to 4.7 seconds, but as the objective of this sensor system is to take measurements
in multiple places to map an area, the data transfer would likely complete while
the tag is being moved between subsequent measurement locations. If our ear-
lier estimate for the size of amore realistic packet is used, the data transfer would
only take 1.4 seconds.

The data transfer rate of this system is unfortunately orders ofmagnitudes slower
than the achievable 6.8 Mb/s suggested by the manufacturer. This is due to the
PANSRTLS being primarily optimized for large positioning networks. For this rea-
son, themajority of the available bandwidth is consumed by the positioningmes-
sages, and only a short time segment is available for data transfer, as explained
in Section 3.1.1. Unfortunately in order to solve this issue, the RTLS would have
to be fundamentally redesigned.

3.4 Program structure

The structure of the program is determined by the PANS stack, as it handles the
startup process, and provides a real-time operating system (RTOS) for the applica-
tion. For this purpose the eCos RTOS is used, and provides preemptive scheduling
among tasks. The application is divided into three parts: themain thread handles
initialization and later handles all UWB radio events; while the measurement
thread carries out the measurements and the transmission of the results. The
measurement suspends itself a�er every measurement-data transmission cycle;
and the GPIO ISR handling the button input resumes the measurement thread
when a new measurement has to be performed, as shown in Figure 3.5.
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Figure 3.5: The three parts of the tag �rmware: main thread,
measurement thread and button ISR
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Chapter 4

Tag hardware

With the �rmware of the tag complete, it was time to design the hardware. This
would house all components outlined in Section 2.3 in a more permanent form
than the previously assembled prototype. The circuit was designed using the Ki-
Cad so�ware. According to the concept, the circuit board would have to cful�ll
the following requirements:

4.1 Requirements

• DWM1001C module with debug and download port

• ESP32 module with download port

• VEML7700 ambient light sensor

• HTU21D module

• Measurement trigger button

• Lithium battery with charging circuit

• 3.3 V power supply

4.2 DWM1001Cmodule

The central part of the tag is theDWM1001Cmodule, containing theDW1000UWB
transceiver, the nRF52832 MCU, and the LIS2DH12 accelerometer. For stable op-
eration of the module, a pull-up resistor was connected to the inverted reset (RE-
SETN) line, and a 10 µF as well as a 100 nF decoupling capacitor was placed near
the power supply input line as seen in Figure 4.1. The module had to be con-
nected to the I2C bus, with pull-up resistors for both the SDA and the SCL lines
as seen in Figure 4.2, which later proved to be unnecessary as the DWM1001C al-
ready includes the resistors required by the I2C bus, as they are also needed for
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the operation of the on-board accelerometer. The measurement trigger button
was connected to a GPIO line of the nRF52832 MCU. Here care had to be taken, as
the DW1000 transceiver has 4 GPIO lines which are also accessible on the module
but have to be handled in a di�erent way. Avoiding the DW1000 GPIOs, the button
was connected to GPIO 12 of the nRF52832 MCU, as this line was also available on
the DWM1001-DEV module and was used in the prototype, as seen in Figure 4.2.
To stabilize the input signal from the button, a pull-up resistor and a capacitor to
ground were connected, in e�ect forming an R-C low-pass �lter attenuating the
spurious signals created by the button. In order to provide debug access to the
MCU, the ARM serial wire debug (SWD) signals are accessible through a 2x5 pin
Cortex-Mdebug connector. As JTAG is not used, pins 6 and 8 are le� unconnected,
and because the �rmware does not use the debugger detect function provided by
the GNDDetect signal, pin 9 is also le� unconnected, as seen in Figure 4.2.

Figure 4.1: DWM1001C module connections and decoupling
capacitors
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Figure 4.2: I2C pull-up resistors marked as do-not-populate
(le�), measurement trigger button with R-C �lter
(middle), and 2x5 pin Cortex-M debug connector
(right).

4.3 ESP32module

The ESP32-WROOM-32D module contains an ESP32 MCU with an on-board PCB
trace antenna for the WiFi radio. Like with the DWM1001C, two decoupling ca-
pacitors were placed near the power input of the module, and a pull-up resistor
was connected to the enable (EN) input to provide stability. The SDA and SCL
signals of the I2C bus were also connected to two arbitrarily chosen GPIOs of
the module, as the ESP32 is capable of internally connecting the I2C peripheral
to any of its GPIOs. These connections are shown in Figure 4.3. In order to re-
program the ESP32 MCU, the UART boot mode has to be selected by pulling IO_0
low during startup. A�er this step, the MCU can be reprogrammed over UART,
most commonly through a USB-UART converter like the FTDI FT232R. To accom-
plish the boot-mode selection, a circuit consisting of two transistors is commonly
used, making it possible to automatically select the UART boot-mode using the
data terminal ready (DTR) and the request to send (RTS) signals of the USB-UART
converter. The receive (RX) and transmit (TX) signals between the programmer
and the MCU are cross connected, and as an additional safety measure series re-
sistors were connected to the data lines. The four necessary signals are accessible
over a 2x3 pin connector, as seen in Figure 4.4.
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Figure 4.3: ESP32-WROOM-32D module connections

Figure 4.4: ESP32 boot-mode selection circuit and program-
ming connector
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4.4 VEML7700

As the VEML7700 ambient light sensor has signi�cantly lower peak current con-
sumption than the ESP32 and the DWM1001C, a single 100 nF decoupling capac-
itor is su�cient for stability. For communication, the VEML7700 was also con-
nected to the I2C bus, as seen in Figure 4.5. In order to provide design �exibil-
ity, the VEML7700 sensor can be installed in two positions, facing up and facing
sideways. To accommodate this feature, I have created a double footprint for the
sensor, which allows soldering it in both orientations as seen in Figure, facing the
side of the board when installed sideways, as seen in Figure 4.5.

Figure 4.5: VEML7700 connections (le�) and universal PCB
footprint (right)

4.5 HTU21 module

Since most relative humidity and temperature sensors are either unsuitable for
hand-soldering or are currently unavailable for purchase, an HTU21D-breakout
module was used for this purpose. As this module already includes the necessary
decoupling capacitors near the sensor IC, only the I2C bus had to be connected
to the module besides the power. Having the temperature sensor on a separate
module comes with the bene�t of better thermal isolation from the main circuit
board, reducing measurement o�set.

4.6 Battery

To enable the use of lithium-polymer batteries, the circuit has on-board battery
clips supporting the 14500 battery size. Besides the battery clips, I have designed
a 2 mm to 2.54 mm universal header for non-cylindrical batteries, to support a
wider variety of connectors. The circuit is intended to be used with batteries with
built-in protection circuits, but for additional safety a self-resetting fuse was in-
stalled, as well as a P-MOSFET for reverse-polarity protection, as seen in Figure
4.6.
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As lithium batteries have special charging requirements, the MCP73821-2 lithium
battery charger IC was used to enable charging from a USB port. Two 4.7 µF de-
coupling capacitors were installed to the input and the output of the IC, as rec-
ommended by the data sheet. The maximum charge current can be set with a
resistor:

Icharge = 1000V

Rprog

where Icharge is the maximum charge current in Amperes, and Rprog is the resis-
tance of the programming resistor in Ohms. In this circuit a 400 mA charge cur-
rent limit was set using a 2.5 kΩ resistor, thus the circuit can safely charge lithium
batteries with 600 mAh or bigger capacity. To provide indication of the charge
state, two LEDs were connected to the status output with current limiting resis-
tors, providing charge, charge complete, andnobattery indication,madepossible
by the tri-state status output of the charger IC. The complete charging circuit can
be seen in Figure 4.6.

Figure 4.6: Battery connection and protection circuit

Besides the battery charger IC, a connector is also needed for charging over USB.
For this a USB-C receptacle was chosen, to keep up with the evolution of USB and
avoid the use of the obsolete micro-USB connector. The selected GCT USB4105
connector is a USB 2.0 compatible USB-C receptacle, e.g. only the signals needed
for USB 2.0 operation are accessible. This reduces the pin count of the connector,
making it easier to handle. As this connector is only used for power transfer,
the communication signals are le� unconnected, but in order to comply with the
USB-C speci�cation, 5.1 kΩ pull-down resistors were connected to the CC1 and
CC2 lines, as seen in Figure 4.7. This declares the port upwards-facing (UFP), and
allowing maximum 500 mA current to be consumed over USB.
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Figure 4.7: USB-C receptacle with pull-down resistors

4.7 3.3V power supply

As all used components are designed to operate from a 3.3 V power source, a reg-
ulator is needed to reduce the battery voltage to the allowed range. In order to
make the circuit more e�cient, a switch-mode power supply was chosen with
buck-topology. The LM3671 is a compact buck-converter IC, requiring only one
inductor and two capacitors to operate. The value of these components is pro-
vided in the data sheet for common output voltage options, and it is also recom-
mended that X5R or X7R type capacitors are used to improve stability. Besides
the required passive components an additional circuit was connected to provide
automatic switchover when the USB power supply is connected. This is accom-
plished by another P-MOSFET and a diode, as seen in Figure 4.8.

Figure 4.8: LM3671 buck-converter
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4.8 PCB Layout

With the schematic complete (see Appendix A.2), the components had to be
placed on a PCB, and the signals had to be routed between them. For most com-
ponents the data sheet provided useful recommendations for the layout. For the
buck-converter I aimed to place the inductor as close to the SW output of the
LM3671 IC and connected it with a wide trace, so as to minimize the switching
noise. In another attempt to reduce noise, and provide all components with a
low-impedance connection to the ground of the power supply, the bottom cop-
per layer of the PCB was kept as empty as possible, so that a continuous copper
pour could be placed connected to ground. The empty areas on the top copper
layer also have a ground pour, and the two layers are connected with multiple
vias. Unfortunately these ground pours would greatly reduce the e�ciency of the
antennae on the DWM1001C and the ESP32modules. In order to reduce this e�ect
these modules have been placed such that the area with the antennae overhang
the PCB.

The biggest component on the PCB is the 14500 battery holder. The holder con-
sists of two identical parts for each end of the battery, which have to be spaced
correctly to ensure a good connection. The size of the battery holder intuitively
set both the size, and layout of the PCB. The power supply and battery charger
were placed on one side of the battery, while the other side contained the two ra-
dio modules, the sensors, and the trigger button. In the corners of the PCB four
holes were added forM3 screws, to enablemounting the PCB in a case. In order to
make the testing of the PCB easier, test points were also added to every signal so
that a logic analyzer or an oscilloscope can be connected if the circuit is behaving
unexpectedly. With these additions, the PCB is �nished, as seen in Figure 4.9.
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Figure 4.9: The �nished, assembled tag with a 14500 lithium
battery

49



Chapter 5

Gateway so�ware

With themeasurement tag completed, the gateway so�ware had to be designed to
handle the measurement results. The gateway so�ware can be divided into three
parts: the frontend, the backend, and the UWB bridge interpreting between the
UWB network and the backend. As the gateway runs on a Raspberry Pi 3 single-
board computer (SBC), the backend and the bridge were implemented in Python,
to simplify the development. Unfortunately the Linux distribution supplied with
PANS is too outdated for recent versions of the Python interpreter, and updating
is strictly not recommended by the developers, as it would probably result in a
malfunction of the PANS system. To circumvent this problem, I have used Docker
for the development.

5.1 Features

The main feature of the gateway is to display measurement results on a heatmap.
In order to make measurements more structured, the gateway so�ware gathers
measurement results in measurement sequences. Each measurement sequence
can have a map associated to it, which is displayed under the heatmap. The se-
quences and maps can all be edited from the web-frontend.

5.2 Backend

The main component of the gateway is the backend. This part handles the stor-
age and access of measurement results, measurement sequences, and maps. In
order to store all data well structured, the MariaDB relational database was used.
The database contains three tables for the measurement results (data points), the
measurement sequences (measurements), and for the maps. For each data point
themeasurement results and the position are stored in JSON format for increased
�exibility, and the time the data point was received is also stored as a UNIX time-
stamp. The measurement sequence of the data point is referenced with a for-
eign key. In the measurements table, for each measurement sequence a name
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and an optional description is stored, as well as its state (active/inactive). The
corresponding map is referenced in an optional foreign key, e.g. measurement
sequences can exist without an associated map, if a map is not available for the
area. A new map can be added later when it becomes available. Similar to mea-
surement sequences, a name and an optional description is also stored for each
map. Besides that the actual map is stored a base64-encoded image, with scaling
and o�set parameters to correct for any discrepancies between the map and the
origin of the RTLS. The structure of the database is shown in Figure 5.1

Figure 5.1: Entity-relation diagram of the database

To handle data access to the database, the backend component provides a REST
API using the FastAPI python library. The available endpoints are described in
Table 5.1. Data transfer takes places using the JSONdata format in both directions.
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Method Path Function

GET /api/measurements List measurement sequences

GET /api/measurements/{id}
Get details of the measurement
sequence with the speci�ed id

POST /api/measurements/{id}
Edit the measurement sequence
with the speci�ed id

POST /api/measurements/new
Create new measurement se-
quence

GET /api/maps List maps

GET /api/maps/{id}
Get details of the map with the
speci�ed id

POST /api/maps/{id}
Edit the map with the speci�ed
id

POST /api/maps/new Create new map

GET /api/datapoints?meas_id={id}
Get data points associated with
the speci�ed measurement se-
quence

POST /api/datapoints
Create newdata point associated
to the currently active measure-
ment sequence

Table 5.1: Description of the available API endpoints

5.3 UWB bridge

When viewed from the perspective of incoming data, the �rst component of the
gateway is the UWB bridge. The PANS stack makes all data received from tags
accessible through an MQTT broker, but as discussed in Section 3.3.2, the data
packets are transmitted in multiple segments. The task of the bridge component
is to collect all data frames received from the measurement tag, reassemble the
received frames into complete data packets and send the complete frames to the
backend.

5.3.1 MQTT

MQTT is a publish-subscribe protocol, where data producing nodes can publish
data to speci�ed URLs, and data consuming devices can subscribe to URLs in or-
der to receive any data published to that endpoint. To connect the data producer
and data consumer devices a broker is used. The task of the MQTT broker is to
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receive all publishedmessages, and transmit them to the data consumers accord-
ing to their subscriptions. In an MQTT broker usually the last available message
is stored for each endpoint, so that new subscribers can always receive the latest
available information.

5.3.2 Data conversion

As data packets are available over MQTT from the closed-source PANS stack, the
�rst step of the bridge module is to subscribe to the data endpoint of the mea-
surement tag. Whenever a new frame is received, the interpreter either adds it to
the current packet if it is not a start packet; or starts a new packet if it is a start
packet. If a start packet is received while the previous packet is incomplete, then
the incomplete packet is dropped. If the expected number of frames arrive for a
packet, then the packet is deemed complete, and is sent to the backend in a POST
request to the /api/datapoints endpoint. The operation of the packet assembler
is illustrated in Figure 5.2.

Figure 5.2: Flowchart describing the packet reassembly pro-
cess
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5.4 Frontend application

The frontend is the interface intended for human interaction, it provides conve-
nient measurement sequence handling, map uploads, and visualization of mea-
surements. It is accessible from aweb browser, and in an e�ort tomake the inter-
face look nice, I have used the Bootstrap framework. To visualize the data points
theheatmap.js librarywasused. Further data processing is enabledbydata down-
load, which is also available in the JSON format.

On the main page of the application either the list of measurement sequences,
or the list of maps is visible (see Figure 5.3). From this page a new measure-
ment sequence or a new map may be added, or an existing can be viewed. In
the measurement sequence view, the name and description of the measurement
sequence are shown and can be modi�ed, as well as a heatmap is visible of the
selected data type (e.g. temperature), as seen in Figure 5.4. In the map view the
name, description, and image of the selectedmap are shown (see Figure 5.5), and
can bemodi�ed together with the scaling and o�set parameters. For the creation
of the maps I have used Inkscape, which provides an easy way to create accurate
graphics including wall thickness and the placement of doors and windows.

Figure 5.3:Measurement sequence list (le�) and map
list(right)
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Figure 5.4:Measurement sequence view with heatmap

Figure 5.5:Map view
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5.5 3D printed case

In order to protect the gateway andmake itmore presentable, I have designed and
3D printed a case for it. The design was inspired by the Mac mini, and was made
in FreeCAD using the 3D model of the components in the gateway. The design
process and the �nished gateway are shown in Figure 5.6.

Figure 5.6: Gateway case during design (le�) and completed
with the gateway installed(right)
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Chapter 6

Conclusion

In this thesis project, I have developed a UWB-radio based measurement system.
It is capable of determining the location of ameasurement device (tag) usingUWB
ranging and simultaneously transmitting measurement results over the same ra-
dio link. For this system, I have designed the hardware and �rmware of the tag,
as well as the so�ware of the gateway. The tag is equipped with sensors for am-
bient light intensity, temperature, relative humidity, and WiFi RSSI and can be
powered using a lithium-polymer battery. UWB connectivity is provided by the
DW1000 transceiver from Decawave with the PANS RTLS stack, integrated on the
DWM1001C module. The same module was used for the positioning anchors and
the gateway, with the latter employing a Raspberry Pi 3 single-board computer as
well. The gateway so�ware can store all data received from the tag in a database,
and make it accessible through an HTTP REST API. For human interaction a web
frontend is also available, where measurement results can be visualized on a
heatmap.

A�er the system has been completed, I have added the map of my room through
the web interface, and created a new measurement sequence. Then I took mea-
surements in multiple points of my roomwith the tag. The temperature heatmap
(see Figure 6.1 le�) is particularly interesting, as it clearly shows the cold air near
the window at the le� side of the room. Unfortunately the legend did not �t on
the screenshot as it is placed in the bottom right corner of the screen. The blue
color near thewindow represents 21.5 °C, and the red occupyingmost of the room
means 23.4 °C. Another interesting measurement is the light intensity distribu-
tion throughout my room (see Figure 6.1 right), clearly showing the location of
the lamp.
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Figure 6.1: Temperature heatmap showing the cold air near
the window (le�) and light heatmap showing the
light in my room (right)

6.1 Possible future work

Themain �awof the system is the slowdata transfer rate, which is unfortunately a
limitation posed by the PANS stack. A di�erent systemmay allow for higher trans-
fer speeds, in exchange for reduced expandability. Using a di�erent communica-
tion system could also enable the use of the mesh communication capabilities
of IEEE 802.15.4, thus the system would be expandable without the addition of
proxy-gateways.

The tag hardware also has room for improvement. During the test measurements
I realized that an LED indicating the state of the measurement would make the
process more convenient. To expand the capabilities of the tag a digital micro-
phone could be added, making it possible to measure noise level on worksites, or
the acoustical characteristics of concert halls.

All in all the created system is suitable for carrying out various measurements,
and is capable of creating data sets to analyze environmental conditions. A trun-
cated data set produced by the export function is available in Appendix A.1.
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Appendix

A.1 Exported data set

[
{

"id": 1,
"data": {

"temp": 25.8,
"relh": 83.8,
"light": 28.532,
"acc": [

-16.456,
0.072,
0.996

],
"ssid": [

"SSID-1",
"SSID-2",
"SSID-3",
"SSID-4",
"SSID-5",
"SSID-6",
"SSID-7",
"SSID-8"

],
"rssi": [

-32,
-38,
-74,
-86,
-88,
-91,
-91,
-93

],
"ch": [

5,
5,
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11,
11,
11,
1,
11,
6

]
},
"pos": [

1.378,
1.089,
1.985

]
},
{

"id": 2,
"data": {

"temp": 25.2,
"relh": 42.3,
"light": 87.837,
"acc": [

-16.432,
0.012,
0.972

],
"ssid": [

"SSID-2",
"SSID-1",
"SSID-3",
"SSID-6",
"SSID-7",
"SSID-4",
"SSID-5",
"SSID-8",
"SSID-9",
"SSID-10"

],
"rssi": [

-40,
-42,
-68,
-81,
-82,
-85,
-86,
-90,
-92,
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-92
],
"ch": [

5,
5,
11,
1,
11,
11,
11,
6,
1,
1

]
},
"pos": [

2.051,
0.544,
0.045

]
},
{"Truncated"}

]
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A.2 Schematic
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